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IMPACT ON TAXPAYERS

There is significant effort underway to ensure
the accuracy of individual taxpayer account data
on the Customer Account Data Engine 2

(CADE 2) database. This effort is an important
part of its implementation because inaccurate
data could delay this database from becoming
the authoritative source of data, thereby
increasing the cost of implementation.

WHY TIGTA DID THE AUDIT

This review was part of our Fiscal Year 2014
Annual Audit Plan and addresses the major
management challenge of Modernization. The
overall audit objective was to evaluate IRS
efforts to ensure that the data in the CADE 2
database are accurate and complete.

The IRS requested that TIGTA evaluate the new
data validation testing methodology. TIGTA
performed this audit during the data validation
testing process and provided the IRS with
recommendations for continuous improvement.

WHAT TIGTA FOUND

Data validation efforts were efficiently performed
due to adequate planning and resource
coordination. For example, detailed data
validation plans ensured that test activities were
on track and a new process ensured that data
defects were effectively managed.

The IRS identified the data fields to be verified
and how each would be validated. While a large

percentage of the data fields are validated with
automated data compare tools, there is no
documented plan to ensure that data fields
validated using other means are validated
periodically. The data sampling methodology for
validating CADE 2 data is sound. The IRS
developed a data sampling methodology to
enable maximum data validation coverage by
using a statistical sample, but key activities were
not documented. After discussing the need to
document the data sampling methodology, the
IRS began development of the documentation.
Several in-progress documents were provided
for our review.

The IRS developed a Data Quality Scorecard to
track progress in meeting data quality success
criteria. However, the processes needed to
effectively perform these activities were not
sufficiently documented. As a result, some of
the metrics were initially incorrectly reported.

WHAT TIGTA RECOMMENDED

TIGTA recommended that the Chief Technology
Officer ensure that: 1) data validation test
results are maintained and available for data
fields not validated by automated data compare
tools; 2) data validation plans include
periodically validating the data fields that are not
validated with automated data compare tools;

3) all data sampling processes are completely
documented; 4) details needed for determining
the Data Quality Scorecard metrics are
completely documented; 5) all documentation
needed to verify the data in the Data Quality
Scorecard is stored for future reference;

6) automated data compare tools identify and
report on data fields, not field identifier numbers;
and 7) automated data compare tool reports
clearly identify counters and align with data
validation metrics.

The IRS agreed with six of the report’s seven
recommendations. The IRS plans to maintain
results for manual data validation activities,
validate changes to the data fields that are not
validated with automated data compare tools,
develop documentation on the procedures to
collect and maintain data used to support data
validation metrics and the Scorecard
development process, and store Scorecard
source documentation.



DEPARTMENT OF THE TREASURY

WASHINGTON, D.C. 20220

TREASURY INSPECTOR GENERAL
FOR TAX ADMINISTRATION

September 29, 2014

MEMORANDUM FOR CHIEF TECHNOLOGY OFFICER
?zri'-i/-f 7)75{'{“7

FROM: Michael E. McKenney
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SUBJECT: Final Audit Report — Customer Account Data Engine 2 Database
Validation Is Progressing; However, Data Coverage, Data Defect
Reporting, and Documentation Need Improvement
(Audit # 201320030)

This report presents the results of our review of the Customer Account Data Engine 2 data
validation efforts. The overall objective of this review was to evaluate Internal Revenue Service
(IRS) efforts to ensure that the data in the Customer Account Data Engine 2 (CADE 2) database
are accurate and complete. This review is included in the Treasury Inspector General for Tax
Administration’s Fiscal Year 2014 Annual Audit Plan and addresses the major management
challenge of Modernization.

While we are in general agreement with the IRS’s response, one area of disagreement is whether
CADE 2 Transition State 1.5 should be closed. We believe it should not be closed because, as of
June 2014, only 68 percent of logic paths and 81 percent of field identifiers had been validated,
and data defects were identified. There is a significant risk that additional defects will be
identified as data validation continues. Therefore, we believe that CADE 2 Transition State 1.5
should remain open until several consecutive data validation cycles are completed with no new
data defects identified.

Management’s complete response to the draft report is included in Appendix VI.

Copies of this report are also being sent to the IRS managers affected by the report
recommendations. If you have any questions, please contact me or Danny R. Verneuille, Acting
Assistant Inspector General for Audit (Security and Information Technology Services).
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Background
The Customer Account Data Engine! 2 (CADE 2) Program
is one of_the top information technolqu modernization In addition to standard testing
projects in the Internal Revenue Service (IRS). The procedures, several tools and
CADE 2 mission is to provide state-of-the-art individual ‘methodologies have been
taxpayer account processing and data-centric technologies identified and developed to

validate the quality and

to improve service to taxpayers and enhance tax integrity of the data.

administration. The CADE 2 database will replace the
current Individual Master File (IMF) account settlement
system with a relational database processing system and become a key component in the IRS’s
enterprise-wide, data-centric information technology strategy. Implementation of the CADE 2
database (Database Implementation) to support this objective has introduced a greater potential
for data anomalies due to a complex infrastructure, the complexity of tax processing, and the
introduction of a new relational database. As such, there is a need for a comprehensive plan for
ensuring the quality and integrity of the data within the CADE 2 database and the data provided
to downstream systems. In addition to standard testing procedures, several tools and
methodologies have been identified and developed to validate the quality and integrity of the
data and to identify anomalies within the data.

In March 2013, in its definition of “authoritative source,” the IRS Chief Counsel stated that if the
data in CADE 2 are used as evidence of the transactions in the taxpayer’s account, the
information obtained from CADE 2 must be identical to the IMF at any given point in time.

On November 5, 2012, the CADE 2 Executive Steering Committee approved a conditional
CADE 2 Transition State 1 Milestone 5 exit with two conditions. On April 4, 2013, the CADE 2
Executive Steering Committee closed the November 2012 Milestone 5 exit conditions and
opened 2 new Exit conditions — one of which was for Data Assurance: 1) Data Assurance —
“Getting the Data Right” and 2) Robust and Sustainable System Performance and Operational
Readiness. These exit conditions are now being tracked by the IRS as Transition State 1.5. The
criteria for closing the Data Assurance conditions are:

e Verification of a statistically sound sample (911 data fields against 270 million taxpayer
accounts) of data in the CADE 2 database with no Priority 1/Priority 2 data defect tickets.

e Ability to scale data assurance tools to perform high-volume testing in time to test within
filing season test windows.

! See Appendix V for a glossary of terms.

Page 1



Customer Account Data Engine 2 Database Validation
Is Progressing, However, Data Coverage, Data Defect
Reporting, and Documentation Need Improvement

e Minimal (risk-based decision) code defects that could cause data defects downstream
resulting in the need to use data correction tools.

The criteria for closing the Robust and Sustainable System Performance and Operational
Readiness conditions are:

e Address identified system performance concerns.
e Meet organizational and operational readiness objectives.

e Meet and exceed system performance targets for database processing within budgeted
time frames in production.

Over the past two years, the Treasury Inspector General for Tax Administration (TIGTA)
reported on the progress of the CADE 2 Database Implementation. In September 2012, we
reported that the IRS had data integrity checks in place at several levels of the CADE 2 database.
Despite these controls and their data integrity testing efforts, the IRS could not ensure that the
data on the CADE 2 database were consistently accurate and complete at the data field level due
to the complexity of many of the data transformation rules and embedded business logic
contained within IMF data fields.

In September 2013, TIGTA reported that the CADE 2 database could not be used as a trusted
source for downstream systems due to the 2.4 million data corrections that had to be applied to
the CADE 2 database and the IRS’s inability to evaluate 431 CADE 2 database columns of data
for data accuracy. During the audit, the IRS was in the process of developing additional tools
and implementing a new data validation testing methodology intended to achieve timeliness,
accuracy, integrity, validity, reasonableness, completeness, and uniqueness.

The IRS requested that TIGTA evaluate the new data validation testing methodology. TIGTA
agreed to do so® and performed this audit during the data validation testing process and provided
the IRS with recommendations for continuous improvement. During fieldwork, the IRS took
immediate steps to address concerns identified by TIGTA. Most of these actions are noted in the
Management Action statements later in the report.

This review was performed at the IRS Information Technology (IT) organization’s offices in
Lanham, Maryland, during the period August 2013 through May 2014. We conducted this
performance audit in accordance with generally accepted government auditing standards. Those
standards require that we plan and perform the audit to obtain sufficient, appropriate evidence to
provide a reasonable basis for our findings and conclusions based on our audit objective. We

2TIGTA, Ref. No. 2012-20-109, The Customer Account Data Engine 2 Database Was Initialized; However,
Database and Security Risks Remain, and Initial Timeframes to Provide Data to Three Downstream Systems May
Not Be Met pp. 3—-4 (Sept. 2012).

®TIGTA, Ref. No. 2013-20-125, Customer Account Data Engine 2 Database Deployment Is Experiencing Delays
and Increased Costs pp. 7-10 (Sept. 2013).
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believe that the evidence obtained provides a reasonable basis for our findings and conclusions
based on our audit objectives. Detailed information on our audit objective, scope, and
methodology is presented in Appendix I. Major contributors to the report are listed in
Appendix Il.
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Results of Review

Data Validation Efforts Were Performed Efficiently Due to Adequate
Planning and Resource Coordination

Detailed data validation plans were used to help ensure that test activities remain
on track

The CADE 2 Database Implementation Data Validation Plan contains detailed information about
the people, processes, and tools that will be leveraged to execute data validation and identify data
anomalies in the Systems Acceptability Test environment and the Production Support
Environment. To supplement the CADE 2 Database Implementation Data Validation Plan, the
CADE 2 Program Management Office (PMO) also developed a Data Validation Execution Plan
to facilitate the periodic meetings held to discuss the status of the data validation activities. The
Data Validation Execution Plan included activities to be completed for each cycle of tests.
Examples of activities include selecting the data samples for validation, executing the automated
data compare tool, analyzing the data validation results reports, preparing problem tickets to
correct defects, and assigning the problem tickets to the proper organization for resolution.

Adequate planning and resource coordination were achieved despite the
Government shutdown and limited resources

The CADE 2 PMO adequately planned and coordinated the data validation testing schedule and
process. Planning was accomplished despite the Government shutdown, limited testing support,
and a limited testing environment during the November to December 2013 testing period.
Accommodations were made to shift testing efforts from the Final Integration Testing
environment to the Production Support Environment and to extend testing dates further into
Calendar Year 2014. All this required a great deal of coordination among the IT and business
unit organizations. Testing implementation procedures were also defined and coordinated
among all involved parties.

In addition, periodic checkpoint meetings were effectively used to identify, keep all partners
informed of, and resolve an issue with using the Field Identifier (FLID) Compare Tool (High
Volume) (hereafter referred to as the FLID Compare Tool) in the Production Support
Environment. The data validation activities for Final Integration Testing were completed on
schedule in January 2014, and the data validation activities in 2014 continue to meet the target
completion dates.

Page 4
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Data defects were effectively managed through the Knowledge, Incident/Problem,
Service Asset Management (KISAM) system

Data defects identified through both automated and manual means were effectively managed
through the KISAM system. Testers generated KISAM tickets when they found data
discrepancies not previously identified. Triage teams then analyzed the tickets and assigned
them to the appropriate groups for resolution. IRS procedures require that testers verify
corrections before closing KISAM tickets. The CADE 2 PMO monitored the list of KISAM
tickets generated during data validation.

Most of the data correction tools were successfully developed and deployed to
enable database data defect corrections

The IRS developed three new tools to correct CADE 2 database data defects caused by loading

errors, the receipt of bad data from the IMF, or software/hardware failures during daily update
runs.

e The Update in Place tool executes direct updates to data on the CADE 2 database through
the use of Structured Query Language update statements.

e The Account Deleter/Re-Extractor tool makes corrections by deleting erroneous data
from the database, reextracting it from the IMF, and loading the corrected data into the
database.

e The Taxpayer ldentification Number Bypass Tool is used in conjunction with the
Account Deleter/Re-Extractor tool. It allows daily update processing to proceed while

temporarily bypassing updates for specific CADE 2 database accounts with known data
problems until the problems can be corrected.

These tools were sufficiently tested through the combined efforts of the Enterprise Services
Enterprise Systems Testing and the Applications Development organizations (both a part of the
IT organization) and were successfully deployed into production in Calendar Year 2014. The
last data correction tool, the FLID Specific Update Tool, is scheduled for deployment on

June 27, 2014.

The CADE 2 Program Management Office Identified the Data Fields to
Be Verified and How Each Would Be Validated; However, All Data
Fields Are Not Being Periodically Validated

The Government Accountability Office’s Standards for Internal Control in the Federal
Government state that control activities include verifications and accurate and timely recording
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of transactions and events.* Transactions should be promptly recorded to maintain their
relevance and value to management in controlling operations and making decisions.

According to information technology industry standards, data quality assurance can be achieved
only when the following criteria are met:

e Accuracy: Data must be correct and consistent.

e Completeness: All related data must be linked from all possible sources.
e Availability: Data must be available upon demand.

e Timeliness: Current data must be available.

Data quality for the CADE 2 database is dependent on the database matching corresponding IMF
data. The CADE 2 Database Implementation Data Validation Plan for 2013/2014 documents the
activities that need to be performed in order to validate the CADE 2 database. This encompasses
validation of all CADE 2 data fields that are derived from the IMF. In addition, data quality
ensures that the CADE 2 data records match the corresponding data records from the IMF. This
encompasses validation of all data fields that are fed downstream from the IMF currently and
that will be fed to downstream systems by the CADE 2 database.

For the 2014 database format, the CADE 2 PMO prepared a data coverage matrix that identified
1,018 verifiable IMF data fields that would be validated. Figure 1 provides the distribution of
the validation methods.

* Government Accountability Office (formerly known as the General Accounting Office), GAO/AIMD-00-21.3.1,
Internal Control: Standards for Internal Control in the Federal Government (Nov. 1999).
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Figure 1. Data Fields Grouped by Validation Methods

2014 Data Field Count

Number of Fields to Be Validated 1,018
Fields Validated by FLIDs 911
Fields Validated by Other Methods 107

Other Validation Method Details

No Need to Validate 3

Database Integrity Check 20

Systems Acceptability Testing Cases 41

General Transcript Report Test 2

Manual Compare 41

Total Fields Validated by Other Methods 104
Total 107

Source: CADE 2 Database Data Field Coverage v2.4.2 11222013 Final.
Figures in parentheses are negative (subtractions).

The FLID Compare Tool will validate 911 data fields that will be fed to downstream systems.
The Data Quality Scorecard metrics used to monitor and report the status of data validation
efforts will focus on only the data fields fed to downstream systems. Therefore, there will be no
status reporting on the remaining 107 data fields.

We requested test documentation for each category to review the validation of the 104 data fields
needing validation (three fields required no validation; see Figure 1). While the test
documentation was not readily available, by May 9, 2014, we received sufficient testing
documentation for 100 of the 104 data fields supporting that the data fields were initially
validated.

In addition, the CADE 2 PMO determined how often the data fields derived from the IMF will
be validated during production. The data validation execution schedule dated May 8, 2014,
details data validation activities planned for production cycles 5 through 22. The data validation
activities are concentrated on the data fields that will be fed to downstream systems. While we
obtained test documentation supporting the initial validation of 100 of 104 data fields currently
not fed to downstream systems, all 107 data fields not validated by the FLID Compare Tool are
derived from the IMF; therefore, they should be periodically validated if the CADE 2 database is
to become the authoritative source of data.
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Without periodically validating all data derived from the IMF and maintaining adequate
documentation of the validation results, management will not have full assurance that the data
are complete and accurate.

On April 29, 2014, the CADE 2 Executive Steering Committee approved a proposal to close the
Transition State 1.5 Data Assurance exit condition by June 27, 2014, after testing transmission of
data to selected downstream systems. However, a Data Quality Scorecard reported that as of
June 27, 2014, there were five open Priority 2 data defect tickets. Three of the five were from
the data validation activities that were recently completed on June 27, 2014. Therefore, the exit
condition that requires verification of a statistically sound sample (911 data fields against

270 million taxpayer accounts) of data in the CADE 2 database with no Priority 1 or 2 data
defect tickets was not successfully met. We believe that Transition State 1.5 should not be
closed until several consecutive cycles of data validation results show that no Priority 1 or 2 data
defect tickets remain open. The IRS indicated that data validation is a dynamic process and
when reviewing problem tickets the nature of the ticket needs to be considered. In this case, the
open tickets were of low impact and minimal risk.

The IRS closed the Data Assurance exit condition on June 17, 2014. With this closure, IRS
management indicated acceptance of the risk of data defects occurring as data validation
proceeds through the remainder of the processing year.

Recommendations

The Chief Technology Officer should:

Recommendation 1: For data fields not validated through automated data compare tools,
ensure that data validation test results are maintained and available.

Management’'s Response: The IRS agreed with this recommendation and asserts that
processes are in place. These test results are an integral part of maintaining transparency
with CADE 2 stakeholders and delivery partners. The business organization data
validation results and testing results are maintained based on the organization’s official
procedures. The IRS affirms that it will continue to maintain results for manual data
validation activities in accordance with standard procedures, on an ongoing basis.

Recommendation 2: Ensure that data validation plans include periodically validating the data
fields that are not validated with automated data compare tools.

Management’'s Response: The IRS agreed with this recommendation. Any changes
to the data fields that are not validated with automated data compare tools, such as annual
filing season updates, will be validated through standard testing procedures. The IRS has
updated the data validation plan to reflect the frequency and process of manually validating
data fields not fed to downstream systems.
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The Data Sampling Methodology for Validating CADE 2 Data Is Sound;
However, Key Processes in the Implementation of the Methodology
Need to Be Documented

The Government Accountability Office’s Standards for Internal Control in the Federal
Government state that control activities include verifications and accurate and timely recording
of transactions and events. Transactions should be promptly recorded to maintain their relevance
and value to management in controlling operations and making decisions. According to industry
standards, data quality assurance can be achieved only when the following criteria are met:

1) accuracy; 2) completeness; 3) availability; and 4) timeliness.

The CADE 2 PMO developed a data sampling methodology to identify datasets (random and
Smart samples) to cover all transformation logic paths and define appropriate Taxpayer
Identification Numbers and modules for each validation method. Implementation of this
methodology is ongoing and being refined.

The data sampling methodology was used throughout Systems Acceptability Testing and Final
Integration Testing of the 2013 and 2014 version of the data and continues to be used for
production validation in order to maximize coverage of data transformation logic between the
IMF and the CADE 2 database. Figure 2 illustrates the data flow and transformation process
between the IMF and the CADE 2 database and from the CADE 2 database to downstream
systems. The methodology identifies the probability of certain transformation logic paths
occurring and pinpoints specific Taxpayer Identification Numbers that can be used for data
validation that meet specific business conditions.
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Figure 2: The CADE 2 Database Corporate Files Online/
IMF Online/Data Access Service Interface Data Flow

l _Iﬁ"rimalum YSAM data calls
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| interprets bath the meaning | into queries and 2) formats

: and usage of cach data field | Nlﬂtf"ﬂﬂl _dllﬁl refrieved from .
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| IMF tape files. \ I the queries inte [.RS l]-LID@

- \ | format before sending it back o

CFOLAMFOL,

i_ Moddules are governed by

| transfonmation Tules to a) transform
| the extracted data into CADE 2

I datubase format and b) load

I the dat into the appropriate CADE 2
| database tables and columns.

o

Source: TIGTA, Ref. No. 2013-20-125, Customer Account Data Engine 2 Database Deployment Is Experiencing
Delays and Increased Costs p. 8 (Sept. 2013), and a presentation for the CADE 2 Executive Steering Committee
Meeting held on April 29, 2014, slide 16. VSAM - Virtual Storage Access Method. CFOL — Corporate Files
Online. IMFOL - Individual Master File Online.

The data sampling process to maximize coverage of transformation logic during data validation
execution consists of the following activities:

. Database Profiling identifies all of the data fields and transformation logic paths that
can be tested as well as the probability of each transformation occurring in the data for
that processing cycle — Because some business transactions occur infrequently or are
unique, production data may not be available to validate those transformation rules until
later in the processing year. Figure 3 outlines the high-level approach to the
data sampling methodology, which will provide test cases as inputs to the
Automated Compare Data Validation tool. Transformation logic paths that have a
20 percent or greater probability of occurring in the data will be included in a random
sample; those with less than 20 percent probability will be included in a Smart sample.
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Figure 3. Data Sampling Methodology — High-Level Approach

Database Profiling TIN / Module Generation R R !I” " o
* Identifies all of the data fields | « Identifies validation testing tools | « The identified TINs / Modules  © «  Analyzes the
and transformation logic or methods and generates the will serve as input to EST's transformation and data
paths (scenarios) that can be appropriate TINs / Modules for SATIFIT Testing, which will be field coverage provided
tested each scenano based on the executed using the Systemic by Data Sampling and
« Deleniines which. scendriog Database Profiling resulis Compare tools (Le. IMFOL reports out results
are likely to be covered by * Includes manufacturing data Gerpn Company, FLID + Validates the

random sampling vs. which

when live-dala Is not available

Compare) against the
identified Taxpayer Accounts |

completeness of dala

SCenarios require ‘pinpointing' for specific scenarios profilng activities
madules 1o be covered T and.Enity: Meduies
Probabil
=20% 2 Determnea
Reiuired R;dum Perform Data
Sample Size | Validation
(i-0., Systemic
Identity Specific 3
y  Accounts for
:ﬂnh"h Smart Sample

Source: CADE 2 Database Implementation Data Validation Plan, Version 2.0, p. 34, dated February 3, 2014.
TIN — Taxpayer Identification Number. EST — Enterprise Systems Testing. SAT — Systems Acceptability Testing.
FIT — Final Integration Testing. IMFOL — Individual Master File Online.

Figure 4 provides the data sampling methodology that applies a statistical approach to
determine the validation confidence. It determines the probability of each transformation
logic path occurring through Database Profiling. For example, a business event with at
least a 20 percent probability of occurring must occur 25 times to achieve a confidence
level of 99.6222 percent.
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Figure 4. Data Sampling Methodology — Statistical Approach

= Probability of Occurrence of Transformation Logic Paths
Business Events
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(~12k Transformation Logic Paths) >20% -100%  Random sampling to achieve 25 > 99 6222%
occurrences for each business event

= Statistical analysis dictates the number of occurrences of a business event needed in order to achieve the goal of at
least 99% confidence that each transformation logic path will be validated (based on probability of occurrence).
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30% 07.1752% 99.5252%  99.0202%|  99.986R%  09.9977%|  99.9996%| 99.0909% | occurrence>=20%
40% 99.3953% 99.9530%  99.9963%  99.9997%  100.0000% 100.0000% 100.0000%

Confidence that each Transformation Logic Path is validated

Source: Data Integrity Validation Smart Sampling Deep Dive Draft, dated April 18, 2013.

. Taxpayer Identification Numbers/Module Generation includes identifying specific data
(Taxpayer Accounts or Tax and Entity Modules) that can be tested by the data
validation tools, which cover specific business conditions (that are unlikely to occur in a
random sample of data) — We met several times with the Smart Sampling subject matter
expert to discuss how this activity and the data profiling activities were performed. We
were provided a spreadsheet that contained information such as transaction codes and
the profiling analysis used for identifying the data and business conditions that can be
tested. However, neither the identification process nor an explanation of the spreadsheet
data was documented. Thus, we were unable to evaluate the process. The CADE 2
PMO stated it had not yet documented the processes because executing data quality
activities (e.g., preparing random and Smart samples in time for data validation) had
priority over the documentation.

¢ Data Validation Execution includes testing the sampled Taxpayer Identification
Numbers/Modules using the identified data validation methods — The Data Validation
Execution Plans and FLID Compare reports show that random and Smart samples were
used in the data validation tests. Validation of completeness is reported on the Data
Quiality Scorecard under the Data Coverage Section. This section was first populated for
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Production cycles 5 and 6, which reported on only the percentage of transformation logic
paths covered. The methodology for validating completeness had not been documented.

On March 11, 2014, a Fast Smart sampling process was tested in cycle 5. It reuses the
regular Smart sampling process but can be applied to production on a weekly basis, while
the regular Smart sampling process requires at least four weeks. The results indicate that
the Fast Smart sampling method added five times more coverage than the regular random
sampling method and helped to identify new defects. As a result, it was officially
implemented for cycles 9 and 10, in addition to using random sampling. We received
two results spreadsheets that summarized the results used to conclude that Fast Smart
sampling provided more coverage with fewer cases. We received seven of the eight
source documents to support the summary spreadsheets; therefore, we were unable to
completely confirm the numbers.

e Reporting and Analysis — The following activities are associated with this step:

a. Analyzes the transformation and data field coverage provided by data sampling and
reports out results. Transformation Logic Paths coverage and data field coverage
were included on the Data Quality Scorecard beginning with cycles 5/6 and 9/10,
respectively.

b. Validates the completeness of data profiling activities. We have not seen any
documentation on the status of this activity.

Our statistician determined that the concept and process of using the data sampling methodology
to ensure that infrequently used data fields will be included in data validation testing and to
provide a statistical basis for deciding how many instances of a particular data field or business
event are to be sampled, based on the probability of occurrence and target confidence level, is
sound. While the process used to implement the data sampling methodology was verbally
described by IRS personnel in meetings, these processes had not been documented and were not
available for review.

In addition, the process for measuring the effectiveness and success of the data sampling
methodology in providing the expected coverage had not been documented. For example, the
process for determining the percentage of transformation logic paths covered was not
documented. This information is needed to ensure that the percentage of transformation logic
paths, FLIDs, and data fields covered are accurately identified for the Data Quality Scorecard.

Due to the significant time pressure and limited resources faced by the CADE 2 PMO to ensure
that the CADE 2 data validation activities stay on course, conducting the data sampling activities
had priority over fully documenting the processes for profiling the data and evaluating the
effectiveness of the data sampling methodology. In addition, the CADE 2 PMO explained that
although the methodology has been implemented, they are still in the process of refining it.
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Until data validation processes are formally documented, IRS management cannot have full
confidence that the correct data validation procedures are performed consistently. This may also
reduce the assurance that CADE 2 data are effectively and completely tested. These processes
should be documented as soon as possible to avoid the risk of losing the knowledge that only the
subject matter experts have and to provide a reference for current and future use.

Management Action: After discussing the need to document the data sampling methodology
with CADE 2 PMO management, they recognized the urgency of the need and began
development of the documentation. Several in-progress documents were provided for our
review, including the Defect Verification Process used by Smart Sampling and the CADE 2 Data
Validation Smart Sample Process Overview documents.

Recommendation

Recommendation 3: The Chief Technology Officer should ensure that all data sampling
methodology processes such as data profiling and calculating data field and transformation logic
coverage are completely documented and that the documents are readily available for review.
Where applicable, the documentation should include procedures to collect and maintain source
data used to support data validation metrics.

Management’s Response: The IRS agreed with this recommendation. The IRS is
developing documentation on the procedures to collect and maintain source data used to
support data validation metrics.

The Documentation and Processes for Determining the Data Quality
Scorecard Metrics Need Improvement

The Government Accountability Office’s Standards for Internal Control in the Federal
Government state that control activities include verifications and accurate and timely recording
of transactions and events. Transactions should be promptly recorded to maintain their relevance
and value to management in controlling operations and making decisions.

According to the Data Quality Team Charter v 0.3 dated July 26, 2013, the team’s mission is to
ensure the quality and integrity of the data within the CADE 2 database and the data fed to
downstream systems by providing execution support for defect management activities and
establishing a comprehensive Data Quality Scorecard to measure the progress towards data
quality goals.

The Data Quality Team developed a Data Quality Scorecard that includes six key performance
areas with success criteria: 1) Data Coverage; 2) Sample Size; 3) Data Validation Defect
Summary; 4) Referential Integrity Checks; 5) Balance and Control Mechanisms Plus Aggregate
Metrics; and 6) Data Correction Tool Status. Figure 5 provides the defined key performance
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indicators (KPI) and success criteria for each area. The KPIs that are grayed were not included
in the initial Data Quality Scorecard because the information was not available.

Figure 5: Key Performance Indicators and Success Criteria

= The program aligned upon the below Success Criteria for Data Quality

2014 Formats
Oct 2014

Production Deployment
Jan/Feb 2014 TBD 2014

Feeds to Downstream Systems

T 2014 Formats

Success Criteria

Production Database T
el Initialization and DU

(Jan/Feb 2014 - ~TBD)

Transactions /
Business Events
Covered

@  Logic Paths Covered

om IMF arevalidated
3l Business Fields

Data Fields /FLIDs
Covered

+ INIT — 1% of Accounts inthe database (~2.7 Million)

@ Sample Size + DU - 1% of Modules Processed during DU Cycles (~400k
Modules)
@ Defects + Mo P1Tickets . .
+ Al OpenP2s have beentriaged (impactto DB known)

e Referential Integrity

Checks +  100% Successful (Wo Orphans)

* All Transaction Codes forINIT and DU are Tested (for the

data that is being processedin Production)

* All LogicPaths are Tested (for the datathat is being

processedin Production)

* All CADE 2 BusinessFields derivedfrom IMF are validated

(Fed Downstream + Additional Business Fields)

* All FLIDs are validated
* INIT — 1% of Accounts inthe Production database (~2.7

Million)

* DU -100% of Production Volume in each Cycle for all

updated Modules

= Mo P1 Tickets
» Mo P2 Tickets relatedto Data Defects
* Production Environment Control Process Established

*  100% Successful (Mo Orphans)

Balance and Control
@ Mechanisms +
Aggregate Metrics

100% Successful (Balancedtothe Penny « 100% Successful (Balancedto the Penny)

+ All Data CorrectionTools have been designed, developed,
tested, and deployed except for the FLID Specific Update
Tool

= All Data Correction Tools have beendesigned, developed,

@ Data Correction Tool
tested, and deployed

Status

Source: CADE 2 Data Quality Scorecard for the 2014 Version of the Data as of December 16, 2013. TBD — To Be
Determined. P1, P2 — Priority 1 or 2.

The first published Data Quality Scorecard, dated December 16, 2013, reported on
pre-production data and was distributed to stakeholders on December 20, 2013. The Scorecard is
presented in Appendix IV, Figure 1. The IRS initially planned to prepare a Scorecard every

two weeks for distribution to stakeholders. On March 21, 2014, we received information that a
Scorecard will be produced for each data validation cycle.

We attempted to fully assess the accuracy of the entire Data Quality Scorecard for a specific
cycle. However, due to the lack of supporting source documentation we were unable to
complete the assessment. Alternatively, we validated the individual sections of the Scorecard
when sufficient source information was made available.

The results of our review follow:

Section 1 — Data Coverage: This section includes the Transactions/Business Events, the Logic
Paths, and the Data Fields and FLIDs covered. The IRS relies on summary spreadsheets to
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report the data validation results for the first three KPIs. The Data Quality Scorecard for cycles
9/10 as of April 14, 2014, reported metrics for Logic Paths, Business Events, Data Fields, and
FLIDs. We received summary spreadsheets for the first three metrics. We also received source
documentation supporting the summary spreadsheet for the Logic Paths KPI but not for the
Business Events and the Data Fields KPIs. Although the Scorecard reported 80 — 90 percent
coverage of the FLIDs, we did not receive any documentation to support that metric. Figure 6
displays the Data Coverage portion of the Data Quality Scorecards.

Figure 6: Data Coverage

Cycles 5/6 Cycles 9/10
as of 3/12/14 as of 4/14/14
1 Data Coverage 1 Data Coverage
Cycles 5 Data Validation resulted in In Cycles 9/10, Logic Path coverage increased by ~1%. Business
and additional 4.8% transformation Events and Data Fields are baselined and cumulative through Cycle
logic path coverage. 10.
Data Coverage Data Coverage
100% 80-90%
100% - 80% . ~T8% ~80%
~63%
4,
80% - 0% T —
40% -
- ~567% 20%
60% - Cycle §, ~5% 0
% -+
40% - Logic Paths  Business Events Data Fields FUDS™
Baseline
20% - a2k : : : : - :
Pre-PROD 52% N/A /A /A
0% - H 56 ~9% NIA N/A MN/A
Logic Paths*® 18 ~1% NIA N/A N/A
B 910 ~1% ~78% ~80% 50-90%
.maIYSiS pendlng lo yleld Updﬂt&d LOgiC Path 'Cnvgrage increase is cumulatively measured
coverage from Cycle 6 & *FLID Compare Tool i5 report enhancements are being validated

Source: Excerpts of the Data Quality Scorecards provided by the CADE 2 PMO. Pre-PROD - Pre-production.
i5 — Iteration 5.

Section 2 — Sample Size: This section includes the targeted number of Taxpayer
Identification Numbers and/or modules expected to be compared and the actual number of
Taxpayer Identification Numbers and/or modules compared for data validations performed
prior to production cycles 5/6. Beginning with production cycles 5/6, the objective was to
compare and report on modules. The source for the number of actual modules compared
during production should have been documented in an FLID report. Until the end of
April 2014, the number of actual modules compared was incorrectly reported because the
IRS did not base the numbers on the FLID report. Instead, they used the targeted volumes
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for the random and Smart samples as the basis for reporting the actual modules compared.
The IRS was not referring to the FLID reports for the actual number of modules compared
because the FLID reports did not clearly indicate the actual number of modules compared.
In addition, the process for determining the actual number was not documented. Also, the
Wage and Investment Division Business Modernization Office (hereafter referred to as
Business Modernization Office) stated that they were in the process of learning how to read
the FLID reports and verify the contents. As a result, the incorrect numbers were included
in presentations submitted to CADE 2 executives and the Chief Technology Officer for their
discussions.

Figure 7 shows the incorrect and correct number of modules actually compared. The
Business Modernization Office personnel stated that after learning more about the data
captured in the FLID report (how to read them and verify the contents), they updated the
Scorecards from cycles 5/6 through the present accordingly to accurately reflect the actual
number of modules compared. Prior to that, the numbers were based on the targeted
volumes for the random and Smart samples. It appears that the IRS learned of the need to
make the corrections after our repeated requests for documented source information.

Figure 7 — The Incorrect and Correct Number
of Actual Modules Compared As Reported on
Various lterations of the Data Quality Scorecard

Actual Modules Compared
Cycles Incorrect Number Correct Number
5/6 500,000/500,000 590,229/588,630
577,794 /576,618
7/8 591,302/589,264 591,652/590,308
9/10 623,372/500,000 500,042/611,374

Source: Data Quality Scorecards provided by the CADE 2 PMO.

Section 3 — Data Validation Defect Summary: This section reports the number of new data
defect tickets open and, of those, the number that remain open for that cycle as of the Scorecard
date. It does not report the cumulative number of open unresolved tickets from other cycles as of
that date. For example, the Data Quality Scorecard for cycles 15/16 as of May 12, 2014,
reported that all of the new tickets opened during that time were closed because they were later
determined not to be data issues. Because the Scorecard showed no open tickets, it might appear
that all of the data are correct. However, this is not the case because the Scorecard does not
carry over the unresolved data defect tickets from prior cycles that remain in open status. For
this reporting period, another management report shows seven open data defect tickets. All were
estimated to be resolved and closed by May 28, 2014. IRS management indicated that initial
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Scorecards did not report cumulative open unresolved data defect tickets because each Scorecard
covered only a two week period. As of May 19, 2014, the IRS began producing an Aggregate
Scorecard that includes all open data defect tickets.

Also, as of April 3, 2014, there are 10 open known data defects on the Known Defect List.
These are data defects that have occurred on more than one occasion and need to be corrected.
These, along with the new data defects that are identified during the data validation process,
must be corrected before the CADE 2 database can replace the current IMF account settlement
system with a relational database processing system and become a key component in the IRS’s
enterprise-wide, data-centric information technology strategy.

Although the information is available, the Data Quality Scorecard does not show the impact of
the data defects. For example, the Scorecard does not show the number of tax and/or entity
modules or taxpayers affected. When resources are limited, knowing the impact of the data
defects could help prioritize the order in which data defects are resolved.

We also found a discrepancy between the Data Quality Scorecard for cycles 15/16 dated

May 12, 2014, and the CADE 2 Data Implementation Health Report dated May 19, 2014
(hereafter referred to as the Health Report). The Scorecard, which was also embedded in the
Health Report, reported “Eight new data defect tickets were initially opened for cycle 15/16
production Data Validation, but after further analysis, these tickets were determined to not be
data issues and were closed.” The Health Report reported that eight data defect tickets opened as
a result of cycles 15 and 16 data validation; however, seven of them were deemed to be “no
trouble found.” The remaining ticket was scheduled to be closed upon the delivery of FLID
Compare Tool Iteration 6 in early June 2014.

The Data Quality Scorecard for Production Cycles 5/6 dated March 12, 2014, correctly reported
that 12 new data defects were open and one of the 12 was subsequently closed. However, we
found two discrepancies in this section. The first is in the bar graph, which shows eight open
tickets for cycle 5 and three for cycle 6. The spreadsheet with the source information shows
seven open tickets for cycle 5 and four for cycle 6.

The second discrepancy is with the percentages in the pie chart. The chart shows that 41 percent
and 17 percent of the Defect Origin/Source were from Solutions Engineering—Data Engineering
and Identify and Extract Account Changes, respectively. However, based on the source
spreadsheet, Solutions Engineering—Data Engineering had six (50 percent) of the 12 and Identify
and Extract Account Changes had one (8 percent) of the 12.

Section 4 — Referential Integrity Checks: Referential Integrity Checks are run against the
database to ensure that tax account information that is spread over many tables can be
reassembled into a coherent tax account (i.e., prevent orphan data in the database). Identified
issues should be resolved according to standard operating procedures. As of April 24, 2014, all
Data Quality Scorecards reported that all checks for the cycles passed. We obtained and
reviewed 14 source reports for cycles 201250 through 201310 but none corresponded to the Data
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Quality Scorecards we received. Therefore, we were unable to confirm that all Referential
Integrity checks passed.

Section 5 — Balance and Control Mechanisms + Aggregated Metrics: This section reports
results from two sources:

e Simplified Financial Balance Reports: These are financial integrity checks to ensure that
amounts from the IMF equal the CADE 2 database amounts. Chief Financial Officer
requirements include balancing the sum of certain financial fields. Specialized financial
reports are generated and provided to the Chief Financial Officer for manual comparison
and verification. For the Data Quality Scorecard for Cycles 5/6 as of March 12, 2014, we
received and compared the nine IMF reports to the nine CADE 2 database reports and
found that all nine balanced to the penny.

e CADE 2/IMF Analytical Report Business Objects Enterprise Comparisons: This activity
validates that CADE 2 data match IMF data by comparing data from certain IMF and
CADE 2 database reports. As planned, these metrics were first reported on the Data
Quiality Scorecard for cycles 9/10. The April 14, 2014, version shows that the data fields
in nine of the 10 reports matched. The remaining report has an 87 percent match rate, but
the CADE 2 PMO is expecting results from another test report. We received a summary
report that supported all the data in the Business Objects Enterprise Report Execution
Analysis section except for the data in the CADE Fields Used column. However, we did
not receive documents supporting the statistics in the summary report.

Section 6 — Data Correction Tools: We received documentation which confirms that six of the
seven tools were implemented into production. Therefore, this section correctly reported the
status of the tools.

Because the IT organization and the Business Modernization Office worked together to develop
the Scorecard and the KPIs, the Scorecard should meet the stakeholders’ needs. In addition, the
processes used to ascertain the actual statistical data need to be documented to ensure that they
are correctly and accurately determined. This will help stakeholders fully understand what the
statistics represent if they request an explanation for the basis of the statistics. When processes
are not sufficiently documented, there is a risk that they are not correctly performed. For
example, because the FLID report does not clearly state the total number of actual modules
compared and there were no documented instructions for identifying this, the number of actual
modules compared were incorrectly determined and incorrectly reported on the Scorecards
through April 2014 and incorrectly reported in presentations to management.

Management Action: After meeting with the CADE 2 PMO regarding the lack of sufficient
supporting documentation needed to validate the metrics on the Data Quality Scorecard, it began
collecting and providing us with the documentation. For example and as stated above, we
received source documentation that confirmed the logic path KPI metric.
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Recommendations

The Chief Technology Officer should:

Recommendation 4: Ensure that all processes for determining the metrics needed to populate
the Data Quality Scorecard are completely documented and that the documents are readily
available for review.

Management’'s Response: The IRS agreed with this recommendation. The IRS has
developed and will be publishing documentation of the Scorecard development process.
The IRS will continue to update, maintain, and develop documentation around the Data
Quality Scorecard to ensure that its inputs and processes are transparent to CADE 2
stakeholders.

Recommendation 5: Ensure that all documentation needed to verify the data in the Data
Quality Scorecard is stored for future reference and to provide the information needed for
oversight activities, such as spot checks to confirm the accuracy of the Scorecard.

Management’s Response: The IRS agreed with this recommendation. The IRS has
documented procedures for developing the Scorecard, a checklist to verify the contents,
and has begun storing all Scorecard sources in a SharePoint repository. The IRS will
ensure that the repository remains organized and easily accessible.

The Field Identifier Compare Tool Validates Data for Downstream
Systems, but Data Discrepancy Reports Need Improvement

The IRS data strategy requires that data fields be uniquely and consistently identified across
systems. The validation of data on the CADE 2 database is critical to the database becoming a
trusted source of data for downstream systems and ultimately the file of record for IMF data.

The FLID Compare Tool was developed as an automated way to compare high volumes of IMF
data to CADE 2 data during the data validation process. It was the main tool used for automated
data validation during the 2014 Filing Season. The tool leverages the existing IRS process of
using field identifiers (i.e., FLIDs) to help identify IMF data. Currently, Corporate Files Online
processing builds FLIDs for IMF data from the IMF Virtual Storage Access Method files. The
new CADE 2 Data Access Service builds these same FLIDs for data from the CADE 2 database.
The FLID Compare Tool compares FLIDs from both sources and identifies any discrepancies in
their data values.

Current IMF processing sends IMF data to downstream systems in files using FLIDs. By
comparing FLIDs built from IMF Virtual Storage Access Method files to FLIDs built from the
CADE 2 database, the FLID Compare Tool can cover all the data consumed by downstream
systems. Therefore, 911 (89 percent) of the 1,018 verifiable data fields on the CADE 2 database
can be identified through the use of FLIDs; the remaining 107 (11 percent) of the data populated
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into the CADE 2 database from the IMF are not related to an FLID number. Other validation
methods are used to ensure coverage of the data fields not covered by the FLID Compare Tool.
(This information is summarized in Figure 1 of this report.)

The FLID Compare Tool produces several reports on the results of its comparisons. One of
them, the Discrepancy Detail Report, lists all data discrepancies by FLID number, FLID name,
IMF data field name, and CADE 2 database table and column. The Business Modernization
Office used this report to review and analyze details on data discrepancies found during the data
validation process.

The FLID Coverage Count Report, added for the 2014 Filing Season, provides metrics on FLID
coverage during execution of the FLID Compare Tool. It provides a complete list of all unique
FLID numbers, whether or not the FLID was compared, and the match/no-match count for each
compared FLID.

The Enterprise Data Management Office (EDMO) maintains the list of FLIDs. We compared
the EDMO FLID list to the one in the FLID Coverage Count Report and found discrepancies.

e 10 FLID numbers on the EDMO list were missing from the FLID Coverage Count
Report.

e 23 FLID numbers on the FLID Coverage Count Report did not have FLID names.

e 36 FLID numbers in the FLID Coverage Count Report were listed as “reserved,”
compared to 37 in the EDMO list.

These discrepancies raise questions as to whether the FLID Compare Tool is accurately
comparing all data at the FLID level.

After we alerted the IRS to the 10 missing FLID numbers, the IRS researched the issue and
found that the missing FLIDs should have been included in the FLID Coverage Count Report
and compared by the FLID Compare Tool. The IRS plans to add the missing FLIDs to the next
iteration of the FLID Compare Tool scheduled for implementation in the summer of 2014. In the
interim, the IRS is using another automated tool to review the 10 missing FLIDs.

While FLID numbers are currently used by the IMF to pass data to downstream systems,

FLID numbers do not uniquely identify data on the IMF. They are used in conjunction with their
position on the IMF data record to provide uniqueness. There are 805 FLID numbers® and

911 FLID data fields on the CADE 2 database. This indicates that some FLID numbers are used
more than once for data field coverage. For example, the last name in the IMF data field
Taxpayer Nameline is represented by FLID 0733. However, FLID 0733 is mapped to

three separate data fields on the CADE 2 database. Specifically:

® FLID number sequence count (842) minus reserved FLID numbers (37) = 805 FLID numbers used in 2014.
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e Taxpayer_Nameline.Joint_Last Nm.
e Taxpayer_Nameline.Primary_Last Nm.
e Taxpayer_Nameline.Secondary Last Nm.

The FLID Coverage Count Report counts by unique FLID number only; it does not trace back to
unique data fields on the database. Without this traceability, it is impossible to verify that all
database fields are validated by the FLID Compare Tool without additional analysis. After we
raised this issue to the IRS, the IRS responded that it will explore ways to address the
one-to-many relationship of FLIDs to data fields in future iterations of the FLID Compare Tool.

The FLID Compare Tool is used to gather metrics for data validation reporting. The Extended
Discrepancy Counts Report is used to provide sample size counts for the Data Quality Scorecard;
however, the report takes counts by program name, and documentation does not indicate how
these program names translate to sample size counts. Therefore, data in this report may be
misinterpreted and lead to incorrect information reported to management. In addition, if the
FLID list used in the FLID Compare Tool does not match the FLID list maintained by the
EDMO, the IRS cannot be assured that it is accurately and completely validating all FLIDs that
are intended to be fed to downstream systems. Finally, if the FLID Compare Tool cannot trace
back to the 911 data fields on the CADE 2 database that it is tasked with validating, the IRS
cannot guarantee the accuracy or the completeness of those fields.

Recommendations

The Chief Technology Officer should:

Recommendation 6: Ensure that automated data compare tools identify and report on data
fields, not FLID numbers, to align CADE 2 data validation efforts with the IRS’s data strategy
goal of uniquely identifying data fields across systems.

Management’s Response: The IRS disagreed with this recommendation. Data defects
are identified at the FLID level; the output from the FLID Compare Tool provides counts
by FLID number. Traceability to unique data fields is established through the use of
transformation rules analyzed during the defect triage process. This provides the
acceptable level of traceability to unique data fields. The IRS’s data strategy goal for
uniquely identifying data fields across systems is considered a guiding principal; however,
programs are given discretion for when identifying at the data field level is necessary.

Office of Audit Comment: TIGTA maintains its position that CADE 2 data validation
efforts should identify and report on individual data fields. The IRS Data Strategy and
Roadmap (dated August 27, 2012) stresses that information should be consistently
represented across systems, available at the same level of granularity, and have summary
levels so that meaningful comparisons can be made. The Data Strategy does not mention
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that discretion is given to programs to determine when this principle would or would not
apply.
Recommendation 7: Ensure that automated data compare tool reports clearly identify
counters and align with data validation metrics.

Management’'s Response: The IRS agreed with this recommendation. The High
Volume FLID Compare Tool Design Document will be updated to explain the source of
the numbers that are populated for those program names in Report 4, which will provide
the actual input record count. This will allow for accurate reporting of actual sample size

on the Scorecard.
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Appendix |

Detailed Objective, Scope, and Methodology

Our overall audit objective was to evaluate IRS efforts to ensure that the data in the CADE 2
database' are accurate and complete. To accomplish our objective, we:

l. Assessed the effectiveness of the CADE 2 Data Validation methodology.
A. Reviewed the CADE 2 Database Implementation Data Validation Plan.
B. Evaluated the data sampling methodology.

1. Evaluated the implementation and effectiveness of automated compare tools in the
CADE 2 data validation process.

A. Reviewed documentation to determine if formal planning and resource

coordination occurred for the implementation of the automated compare tools in
the CADE 2 data validation process.

B. Interviewed subject matter experts to determine how each automated compare
tool is used in the data validation process.

C. Reviewed testing results generated from each tool to determine the effectiveness
of the tool in the data validation process.

M. Evaluated the effectiveness of the CADE 2 Data Quality Team.
A. Reviewed the CADE 2 Data Quality Team Charter.

B. Determined what metrics (if any) currently exist for CADE 2 data validation
activities and how these metrics are being used to measure data quality.

C. Evaluated KPIs developed by the team to ensure that they adequately measure
CADE 2 data quality.

Evaluated the monitoring and reporting processes for KPIs.

E. Evaluated the effectiveness of the data defect management process.

! See Appendix V for a glossary of terms.
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Internal controls methodoloqgy

Internal controls relate to management’s plans, methods, and procedures used to meet their
mission, goals, and objectives. Internal controls include the processes and procedures for
planning, organizing, directing, and controlling program operations. They include the systems
for measuring, reporting, and monitoring program performance. We determined that the
following internal controls were relevant to our audit objective: the Government Accountability
Office’s Standards for Internal Control in the Federal Government,” the CADE 2 Database
Implementation Data Validation Plan, various meetings such as the CADE 2 Weekly Executive
Status Meetings and periodic data validation execution checkpoint meetings, design documents,
and data validation policies and procedures. We evaluated these controls by conducting
interviews with IRS management and staff; attending CADE 2 meetings; and reviewing and
evaluating documents such as the CADE 2 Data Quality Team Charter, the CADE 2 Database
Implementation Data Validation Plan and Data Validation Execution Plans, the FLID Compare
Tool design documents, and related FLID reports.

2 Government Accountability Office (formerly known as the General Accounting Office), GAO/AIMD-00-21.3.1,
Internal Control: Standards for Internal Control in the Federal Government (Nov. 1999).
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Appendix IV

Data Quality Scorecards

Figure 1: First Published Data Quality Scorecard
Snapshot as of December 16, 2013

Infermation Technology CADE 2 Data Quality Scorecard for 2014 Formats (12/16/13 Snapshot)
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Figure 2: Data Quality Scorecard
for Production Cycle 9/10 as of April 14, 2014

@ Information Technology
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Figure 3: Revised Data Quality Scorecard
for Production Cycle 9/10 as of April 22, 2014
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As of 4/22/14
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Figure 4: Data Quality Scorecard
for Production Cycle 15/16 as of May 12, 2014
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Appendix V

Glossary of Terms

Term Definition

Applications Development The development organization for systems that manage taxpayer
accounts from the initial filing of a tax return to interactions
with the taxpayers and potential audit and collection activities.

It also provides enterprise-wide administrative systems related to
workforce support, human capital, financial, and facilities.

Business Event Consists of transactions and nontransactions. A transaction is a
business event. An example of a transaction is the posting of a
tax return to the taxpayer’s account. A nontransaction is usually
generated by a transaction. An example of a nontransaction is
the balance section of the taxpayer’s account.

Corporate Files Online A collection of “read only” files extracted from the Master Files
and maintained at the Enterprise Computing Centers in
Memphis, Tennessee, and Martinsburg, West Virginia.

Customer Account Data Engine The foundation for managing taxpayer accounts in the IRS
(CADE) modernization plan. It will consist of databases and related
applications that will replace the existing IRS Master File
processing systems and will include applications for daily
posting, settlement, maintenance, refund processing, and issue
detection for taxpayer tax account and return data.

Cycle A week, which is usually designated by a cycle number when
referring to IRS processing activities.

Data Access Service A set of common capabilities that mediate relationships between
applications throughout the enterprise and the external
community. In general, the Data Access Service layer supports
inter-application integration and sharing of data and functions
that are maintained in separate application systems.

Database A collection of information that is organized so that it can easily
be accessed, managed, and updated.

Data-Centric Refers to a focus on the specific data relevant to a given task.
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Term

Definition

Field Identifier (FLID)

An IRS file format that uses a numeric field (i.e., FLIDs) to
identify a data field.

FLID Compare Tool (High
Volume)

An automated tool that compares a high volume of taxpayer
accounts (the business requirement is to compare 1 million tax
modules in 40 hours). The tool is intended to compare data in
the IMF and CADE 2.

Filing Season

The period from January through mid-April when most
individual income tax returns are filed.

Final Integration Testing

A system test consisting of integrated end-to-end testing of
mainline tax processing systems to verify that new releases of
interrelated systems and hardware platforms can collectively
support the IRS business functions allocated to them.

General Transcript Report

A report used by the Chief Financial Officer and Business
Modernization Office during data validation to compare the
corresponding data fields to ensure identical data.

Individual Master File

The IRS files that maintain transactions or records of individual
tax accounts.

Individual Master File Online

This provides online access to individual taxpayer returns.

Knowledge, Incident/Problem,
Service Asset Management

An IRS application that maintains the complete inventory of
information technology and non—information technology assets,
including computer hardware and software. It is also the
reporting tool for problem management with all IRS developed
applications, and shares information with the Enterprise Service
Desk.

Milestone

Provides for “go/no-go” decision points in a project and are
sometimes associated with funding approval to proceed.

Priority 1 Defect Ticket

An incident ticket issue exhibiting the following characteristics:
1) resulting in severe mission-critical work stoppage or any issue
relating to safety or health (e.g., fire, electrical shock);

2) affecting vital IRS customer commitments of national or
area-wide scope; 3) affecting multiple internal or external
customers and service to taxpayers; and 4) requiring immediate
action.
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Term

Definition

Priority 2 Defect Ticket

An incident ticket issue with the potential to result in a work
stoppage and/or to lead to severe mission-critical work stoppage
if actions are not taken to resolve the incident.

Production Support Environment

A close replica of the IRS production environment used for
various activities such as performance testing and data
validation.

Requirement

A statement of capability or condition that a system, subsystem,
or system component must have or meet to satisfy a contract,
standard, or specification.

A potential event that could have an unwanted impact on the
cost, schedule, business, or technical performance of an
information technology program, project, or organization.

Smart Sample

A sample of modules selected as a result of the Smart sampling
process, which is part of the CADE 2 data validation data
sampling methodology. The Smart sampling process will ensure
that infrequently seen data fields will be included in data
validation testing. It will also provide a statistical basis for
deciding how many instances of a particular data field or
business event are to be sampled based on the probability of
occurrence and target confidence level.

Structured Query Language

A standard interactive and programming language for getting
information from and updating a database.

Systems Acceptability Testing

Testing conducted to verify a system satisfies application
requirements.

Transformation Logic Path

This is the value of a data field based on the transformation rule
conditions it meets.

Transformation Rule

A rule to set the value in a field in the CADE 2 database. It may
contain multiple conditions to decide the value of that field.
Each condition defines a logic path for the transformation.
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Appendix VI

Management’'s Response to the Draft Report

DEPARTMENT OF THE TREASURY
INTERMNAL REVENUE SERVICE
WASHINGTON, D.C. 20224

CHIEF TECHNOLOGY OFFICER

AUG 2 8 2o

MEMORANDUM FOR DEPUTY iNSF’ECTOR?NERAL FOR AUDIT

e V. ilfbloud

SUBJECT: Draft Audit Report - Customer Account Data Engine
2 Database Validation Is Progressing; However,
Data Coverage, Data Defect Reporting, and
Documentation Need Improvement
(Audit 201320030) (e-trak #2014-58388)

FROM: Terence V. Milholland
Chief Technology Officer

Thank you for giving me the opportunity to respond to the report: Customer Account
Data Engine 2 Database Validation Is Progressing; However, Data Coverage, Defect
Reporting, and Documentation Need Improvement. | appreciate the role of TIGTA and
welcome recommendations that will help my organization improve.

Ensuring the accuracy of taxpayer data in the Customer Account Data Engine 2 (CADE
2) database is vitally important to having the database become the authoritative source
of data. Although I feel that the IRS has performed well in ensuring our Data Quality
objectives, | acknowledge there is room for improvement in documenting our processes.
IRS is already working on refining and addressing documentation gaps.

Attached is our Corrective Action Plan. In addition, the IRS would like to provide
comments to a few of TIGTA's findings noted in the Draft Report. The Draft Report
inaccurately states that Transition State (TS) 1.5 should not be closed and emphasizes
that data validation should extend beyond satisfying exit conditions for TS 1.5. The IRS
asserts that open defects should be evaluated for their impact (rather than quantity) and
that TS1.5 exit was justified and appropriate.

On April 4, 2013, the CADE 2 Executive Steering Committee closed the November
2012 Milestone 5 exit conditions and opened two new exit conditions which were being
tracked by the IRS for TS1.5:

1, Data Assurance — “Getting the Data Right”
a) Verification of a statistically sound sample (911 data fields against 270
million taxpayer accounts) of data in the CADE 2 database with no Priority
1/Priority 2 data defect tickets.
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b) Ability to scale data assurance tools to perform high-volume testing in time
to test within filing season test windows.

c) Minimal (risk-based decision) code defects that could cause data defects
downstream resulting in the need to use data correction tools.

2. Robust and Sustainable System Performance and Operational Readiness
a) Address identified system performance concerns.
b) Meet organizational and operational readiness objectives.
¢) Meet and exceed system performance targets for database processing within
budgeted time frames in production.

On page 8 of the Draft Report, TIGTA states that because there were five open Priority
2 data defect tickets, exit condition 1a was not successfully met, and they “believe that
Transition State 1.5 should not be closed until several consecutive cycles of data
validation results show that no Priority 1 or 2 data defect tickets remain open.” While the
five open tickets may be a perceived indicator of data quality, in this case, the nature of
the tickets needs to be considered to determine the impact and inform a risk-based
decision.

The five open tickets identified in the report are not data defects on the CADE 2
Database, do not impact current processing of taxpayer accounts, and present “minimal
risk.” Following IRM 2.16.1, the CADE 2 ESC adhered to the standard Enterprise Life
Cycle (ELC) process for a Milestone Exit Review and concurred that all exit conditions
were met for TS1.5 (see Appendix A for list of completed TS1.5 Exit Conditions). This
explanation was discussed with TIGTA on July 10, 2014 and details on the open tickets
were provided to TIGTA on July 17, 2014 in response to the Discussion Draft Report,

The IRS disagrees with the statements made on page 8 (first paragraph) and submits
that they are represented subjectively and without merit.
The defect summary below provides more detail on the nature of the five open tickets.

Data Vz fon Defect Summary

Impact - fo

sue Type - Taxpayer Ticket Notes and Next Steps
Data

CADE 2 data is correct in the databaze

PSEDV.-FLID Tool is . Data was correcled in IMF in 2012, bul 5
o aol 1o - b n T hat ti
Prod CY17/18 Smart None IMF modules were not caplured at that time

: Solution Cycle IMF Data | No CADE 2
IM01852957 ?ﬂﬁ:;ﬂgg&i@i Engineering | 17118 | >~ AY8 | Defect correction | + The data validation ticket identified that
co - raquirad the IMF correction was necessary via Heel
Replacement

. Mo code correction was necessary in IMF
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3
or CADE 2
. Reel Replacement was performad via
licket IMO1 702081, validation on IMF is pending.
. NOTE - This lickel is for work on IMF and
not the quality of the CADE 2 database.
. Issue was resolvad and closed on 7/22
. CADE 2 data is correct in the database
. issue with data positioning in IMF {ie.
the seg the data is p i in the record)
- This ficket identified that the IMF data
required reel replacement
PSEDV-FLID Tool i5- None
Prod CY17/18 Smart R . . No code correclion was necessary in IMF
IM01652062 | Samplo FLIDSO3TN- | SOMlOn | Cyele |5 o | MF - Data ) No CADE 21— o cape 2
TRANS-PROCESS-2- ngmeernng efect ECI"BI e‘;III'I
co requir - Reel Rep was perf d via
ticket IMO1702081; validation on IMF is pending.
+ NOTE - This ticket is for work on IMF and
not the quality of the CADE 2 database.
. Issue was resolved and closed on 7/22
. Currently in Triage status
. lssue  with “care of Name line
PSEDV-DU-FLID 121 ) transtormesion
SECOND- i Cycle Code  Error | Initial - )
IMO1708682 TAXPAYER- Informalica 21722 2 - High | Transforming | assessment | + Awaiting a transformation rule change on
MAMELINE IMF Data low impact ;ﬂ‘:j@m begin research and implement code fix for
L
. Estimated Resolution Date: 8/6/14
. This condition was previously detected,
coded, transmitted and verified for closure under
ticket IM0O1474623
. Cycle 21/22 data validation identified a
PSEDV-FLID  TOOL Low - reoccurrence of this condilion which is related to
I5-FLID ~ 204-FTHB- | IMF Posting c " Hamah i P
yele IMF Data |[~3 - 4 First Time # pre of
IMD1706680 | PRIMARY-DMF-INC- | and 2—High ' hs v
CADE2/ vsam | A . 21/22 Defect Taxpayers accounts.
nalysis Affected
VALUE Ml H
K.J SMATC . This is an informational indicator and
causes no impact to the taxpayer
v Estimated Resolution Date: 8/8/2014
. Issue is being assessed as a fikely
Acceptable Difference and Is near the end of the
pracass for Acceplable Difference list approval
PSEDV-PRODCYS- . Ticket will be closed ones approval is
FUD 18 TO0soution | cycte Acceptable | hore - ranted ’
IMO1706729 | REPORT 2 -REPORT _ ye 23— High | TCCERIEDE | Aceaptable g
INCLUDES  FALSE | Enginesfing | 21/22 Difference” | pitterence ) .
MISMATCHES * Estimaled Resolution Date: July 2014

Issue was approved for Acceplable
Difference list and closed on 7/2%

The Draft Report emphasizes the need for periodic validation of 107 data fields not
validated through automated compare tools. The IRS asserts that the Plan for
Validating Data Fields is sufficient and appropriate.
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in the Highlights section and pages 7 and 8 of the Draft Report, TIGTA indicates that
the 107 data fields not validated through the automated compare tool should be
periodically validated and reported on if the CADE 2 database is to become the
authoritative source of data, as they are derived from the IMF.

There are 911 data fields derived from IMF and fed downstream and are systemically
validated using automated comparison tool (FLID Compare Tool) and this is reported on
the Data Quality Scorecard. The 107 data fields not fed downstream were manually
validated and documented; any changes, such as annual filing season updates, will be
tested and validated through standard testing procedures. This approach follows
standard procedures and is appropriate for the low risk level these fields present.

The Draft Report states that FLID level data validation (through automated compare
tool) makes it impossible to verify that all database fields are validated. The IRS
disagrees with TIGTA's position and contends that FLID-level Data Validation and
Reporting is acceptable and defensible.

On page 20 of the Draft Report, TIGTA asserts that because the FLID Compare Tool
validates at the FLID level, it is impossible to verify that all CADE 2 database fields are

validated by the FLID Compare Tool without additional analysis. The IRS disagrees with

TIGTA’s implication that the tool comparison at the FLILD level, in conjunction with
transformation rule analysis, is not acceptable for validating unique data fields in
CADE 2.

Data defects are identified through the FLID Compare Tool at the FLID level; TIGTA
continues to miss the point that traceability to unique data fields is established through
the use of transformation rules analyzed during the defect triage process. This provides
an appropriate approach and the acceptable level of traceability to unique data fields
that ensures the FLID Compare Tool is validating all CADE 2 data fields fed
downstream.

At the suggestion of TIGTA’s IRS Data Access Liaison, the IRS engaged our FFRDC
partner to conduct an Independent Validation & Verification (IV&V) of the CADE 2 Data
Quality Methodologies. IRS provided the Federally Funded Research and Development
Corporation (FFRDC) partner the TIGTA Briefing Paper as a basis for their analysis.
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Figure 2: IV&V Assessment of the Use of the High VVolume FLID Compare Tool

Assessment on the Use a
of the High Volume FLID Compare Tool*

Accuracy | - 8QL gueries have been. developed o tast for valid ranges, ¢
: <o types. correct values of datafields. Based on reviewing a sample; in
" queries reviewed appear 1o be complete, well formed and addressthe. Y
requirement, There is |nsumclsnr tinte. to fully asses ell of these queries and

Consistency. L queries are in place to test data

! Tﬂmpnrﬁl i Tt A data’ d:r:honsryas maintained for the data It
Relatabitity . accessing the data for reporting and analysis purposes have. the basis to : il
i g o properly accountfor:changesin sementics over time (e.g.. field definitions) . .

Conclusion
®  The High Volume FLID Compare Tool satisfies the criteria for data quality

» There is no indication that it would be worth the cost in time and resources to modify the High Volurne FLID
Compare Tool to provide the capability to identify the particular field in the FLID thaf intraducesthe discrepancy.

“Mamag;om Pipranr Babs, Durnse Etnet, "A Model far Data Qualily Assessment™ in "On the Mov e 1o Meaninglul intemet
M 21

¥ °, Springer Berlin Haidelberg
MITRE

S A The MITRE O oiperafan, A7 riah S. rer e,

The FFRDC partner's assessment indicated satisfactory indicators for the key criteria
for Data Quality including: Accuracy, Completeness, Consistency, Precision and
Temporal Relatability. Their conclusion on the Assessment of the Use of the High
Volume FLID Compare Tool* is below:

There is no indication that it would be worth the cost in time and resources to
modify the High Volume FLID Compare Tool to provide the capability to identify
the patticular field in the FLID that infroduces the discrepancy.

* Adapted from Piprani, Baba, Denise Ernst, ‘A Model for Dafa Quality
Assessment” in “On the Move to Meaningful Internet Systems OTM 2008
Workshops”, Springer Berlin Heidelberg

TIGTA maintains that discrepancies found in the FLID Coverage Count Report raise
questions as to whether the FLID compare fool is accurately comparing all data at the
FLID Level. The IRS disagrees with the severity of this statement since alternative
means were temporarily leveraged to perform data validation.

On page 20 of the Draft Report, TIGTA noted the following discrepancies between the
EDMO FLID list and the FLIDs in the FLID Coverage Report:
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a) 10 FLID numbers on the EDMO list were missing from the FLID Coverage Count
Report

b) 23 FLID numbers on the Coverage Count Report did not have FLID names

¢) 36 FLID numbers in the Coverage Count Report were listed as “reserved,”
compared to 37 in the EDMO list

During the use of the FLID Compare Tool iteration 5 (i5), it was discovered that 10
FLIDs (811-822) were not reflected in the FLID Coverage Count Report 5. As a result,
the 10 missing FLIDs were temporarily validated through the use of the IMFOL/Screen
Compare Tool. FLID Compare Tool i5 was updated on April 25, 2014 to address all
three conditions indicated above (Production Cycles 17 and 18). In addition, Enterprise
Systems Testing included these 10 FLIDs (item (a) above) in their testing processes for
pre-Production. The resuits of this testing were provided to TIGTA during the audit via
the Information Documentation Request (IDR) process (IDR #80).

On Page 18 of the Draft Report, TIGTA states that they found a discrepancy between
the Data Quality Scorecard dated May 12, 2014, and the CADE 2 Data Implementation
Health Report dated May 19, 2014. The IRS explained in response to the Discussion
Draft Report (DDR) that this discrepancy was due to a difference in terminology
between how the Applications Development (AD) organization and the Business
Modernization Office (BMO) organization define defects that are not related to CADE 2
data. After receiving this response, TIGTA agreed to reword the discrepancy as a
“perceived discrepancy;” however, this updated wording was not reflected in the Draft
Response provided on August 4, 2014,

Lastly, the Draft Report mentions TIGTA's Statistician evaluation of critical work areas;
however, at no time was a statistician present for key discussions or to engage with
critical Subject Matter Experts - including Sampling Methodology.

On page 13 of the Draft Report, TIGTA states:

Our statistician determined that the concept and process of using the data
sampling methodology to ensure that infrequently used data fields will be
included in data validation testing and to provide a statistical basis for deciding
how many instances of a particular data field or business event are to be
-sampled, based on the probability of occurrence and target confidence level, is
sufficient. While the process used fo implement the data sampling methodology
was verbally described by IRS personnel in meetings, these processes have not
been documented and are not available for review.

IRS questions TIGTA inserting results from statistician analysis when no role with these
skills was involved in field work. At no time during the multiple deep dives, interview
sessions with Data Sampling engineers, or field work was a statistician present or
engaged.
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In addition, TIGTA’s statement indicates that the statistician reviewed data sampling
processes: yet in the same statement, TIGTA also indicates that the processes were not
available for review. The IRS questions how the TIGTA statistician could effectively
have contributed to this report when TIGTA states that the processes being evaluated
by the statistician were not documented. In addition, since this statistician was not
present for the numerous deep dive sessions and discussions with IRS engineering
subject matter experts, it raises the question of how effective the input is from this
resource.

In conclusion, we are committed to continuously improving our information technology
systems and processes. We value your continued support and the assistance and
guidance your team provides. If you have any questions, please contact me at (240)
613-9373 or Karen Mayr at (202) 368-8396.

Attachment
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RECOMMENDATION #1: The Chief Technology Officer should ensure that data validation
test results are maintained and available for data fields not validated through automated data
compare tools.

CORRECTIVE ACTION #1: The IRS agrees with this recommendation and asserts that
processes are in place. These test results are an integral part of maintaining transparency with
CADE?2 stakeholders and delivery partners. The Business organization data validation results and
SAT/FIT testing resulis are maintained, based on the organization’s official procedures.

Due to the existence of Personally Identifiable Information (PII), automated data validation of
production data results are maintained by the Business organization on a secure server. All test
results are maintained by the Enterprise Systems Testing (EST) organization. EST procedure
requires the alignment with IRS Internal Revenue Manual (IRM) 2.127. Following IRM 2.127,
EST managed all testing results, including test cases, in Rational Quality Manager (RQM).

As SAT/FIT testing was also managed by EST, the maintenance and availability of the results
also follows IRM 2.127, with these test cases and results also being managed in RQM. These
RQM test cases contained predetermined results for data fields being tested and formed the basis
for validating data field values. Artifacts were also captured and maintained to document the full
scope of test results. Per official IRS standard process, when results were not as expected,
KISAM tickets were issued to communicate issues to Development for triage. Although IRM
2.127 technically applies only to SAT test cases, for consistency across data validation, EST
“used this methodology for all manual validations, not just those in SAT,

TIGTA was provided the documentation and supporting evidence on May 5, 2014, which was
prior to the conclusion of field work on May 9, 2014. IRS affirms that it will continue to
maintain results for manual data validation activities per standard procedures, on an ongoing
basis.

IMPLEMENTATION DATE: N/A

RESPONSIBLE OFFICIAL: N/A

CORRECTIVE ACTION MONITORING PLAN: N/A

RECOMMENDATION #2: The Chief Technology Officer should ensure that data validation
plans include periodically validating the data fields that are not validated with automated data

compare tools.

CORRECTIVE ACTION #2:  The IRS agrees with this recommendation. The
comprehensive Data Validation Approach covers validation for 1,018 data fields, with each
field’s validation strategy developed based on that field’s risk level.

All 911 data fields derived from the Individual Master File (IMF) are fed to downstream systems
and are validated through the use of automated data validation tools. The 107 remaining data
fields are not fed downstream. All 107 of these fields were manually validated at the beginning
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of Filing Season (FS) 2014. Any changes to these fields, such as annual filing season updates,

will be validated through standard testing procedures.
IRS has updated the data validation plan to reflect the frequency and process of manual

validating data fields not fed downstream.

IMPLEMENTATION DATE: July 29,2014
RESPONSIBLE OFFICIAL: Associate Chief Information Officer, EITPMO

CORRECTIVE ACTION MONITORING PLAN: We enter accepted Corrective Actions into
the Joint Audit Management Enterprise System (JAMES). These Corrective Actions are
monitored on a monthly basis until completion.

RECOMMENDATION #3: The Chief Technology Officer should ensure that all data
sampling methodology processes such as data profiling and calculating data field and
transformation logic coverage are completely documented and that the documents are readily
available for review. Where applicable, the documentation should include procedures to collect
and maintain source data used to support data validation metrics.

CORRECTIVE ACTION #3: The IRS agrees with this recommendation. The IRS is
developing documentation on the procedures to collect and maintain source data used to support
data validation metrics. As the IRS had to prioritize Data Validation execution over process
documentation, there initially were documentation gaps during TIGTA’s initial fieldwork.
TIGTA highlighted these gaps, especially around Smart Sampling in the Initial Briefing Paper.
The IRS agreed with these recommendations, developed Smart Sampling gap documentation in
response, and provided comprehensive documentation to TIGTA on April 6, 2014 for their
review (see Appendix B for documentation details).

IRS is committed to continuing to develop and maintain any necessary documentation that arises
for the data validation sampling methodologies.

IMPLEMENTATION DATE: January 25, 2015
RESPONSIBLE OFFICIAL: Associate Chief Information Officer, EITPMO

CORRECTIVE ACTION MONITORING PLAN: We enter accepted Corrective Actions into
the Joint Audit Management Enterprise System (JAMES). These Corrective Actions are
monitored on a monthly basis until completion.

RECOMMENDATION #4: The Chief Technology Officer should ensure that all processes for
determining the metrics needed to populate the Data Quality Scorecard are completely
documented and that the documents are readily available for review.

CORRECTIVE ACTION #4: The IRS agrees with this recommendation. The IRS has
developed and will be publishing documentation of the scorecard development process. It is
acknowledged that the IRS prioritized Data Validation execution (and the associated reporting)
over documentation. During TIGTA’s initial fieldwork, TIGTA highlighted these Data Quality
Scorecard documentation gaps in the Initial Briefing Paper. The IRS agreed with these
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recommendations and worked to improve the traceability of its Data Quality source
documentation and providing the associated evidence for each element.

Initial documentation provided 1o TIGTA on April 6, 2014 in response to the Briefing Paper was
focused primarily on providing the correct detail and level of source documentation (addressed
in Recommendation 5). While TIGTA was reviewing this documentation, the IRS developed
additional documentation resources to fill any remaining gaps in the Scorecard process
documentation and methodology (see Appendix B for document details).

The IRS, as appropriate, will continue to update, maintain, and develop documentation around
the Data Quality Scorecard to ensure that its inputs and processes are transparent to CADE2
stakeholders.

IMPLEMENTATION DATE: January 25, 2015
RESPONSIBLE OFFICIAL: Associate Chief Information Officer, EITPMO

CORRECTIVE ACTION MONITORING PLAN: We enter accepted Corrective Actions into
the Joint Audit Management Enterprise System (JAMES). These Corrective Actions are

monitored on a monthly basis unti! completion

RECOMMENDATION #5: The Chief Technology Officer should ensure that all
documentation needed to verify the data in the Data Quality Scorecard is stored for future
reference and to provide the information needed for oversight activities, such as spot checks to
confirm the accuracy of the Scorecard.

CORRECTIVE ACTION #5: The IRS agrees with this recommendation. The Data Quality
Scorecard sources continue to be stored in a shared repository. The IRS has documented
procedures for developing the scorecard, a checklist to verify the contents and begun storing all
scorecard sources in a SharePoint repository. It is acknowledged that the IRS prioritized Data
Validation execution (and the associated reporting) over documentation. During TIGTA’s initial
fieldwork, TIGTA highlighted Data Quality Scorecard source documentation gaps in the Initial
Briefing Paper. The IRS agreed with these recommendations and worked to improve the
traceability of its Data Quality source documentation. Documentation was provided to TIGTA
on April 6, 2014 in response to the Briefing Paper included (see Appendix B for document
details).

TIGTA indicated that they did not review the FLID Compare Tool ~ Extended Discrepancy
Reports (i.e., Report 4s) or the Referential Integrity Check sources, as they were not provided
until April 21, 2014 and April 28, 2014, respectively. The IRS will continue to store all source
documentation for the Data Quality Scorecards in the SharePoint repository and will ensure that
it remains organized and easily accessible.

IMPLEMENTATION DATE: January 25, 2015

RESPONSIBLE OFFICIAL: Associate Chief Information Officer, EITPMO
CORRECTIVE ACTION MONITORING PLAN: We enter accepted Corrective Actions into
the Joint Audit Management Enterprise System (JAMES). These Corrective Actions are
meonitored on a monthly basis until completion
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RECOMMENDATION #6: The Chief Technology Officer should ensure that automated data
compare tools identify and report on data fields, not FLID numbers, to align CADE 2 data
validation efforts with the IRS’s data strategy goal of uniquely identifying data fields across
systems.

CORRECTIVE ACTION #6: The IRS disagrees with this recommendation. Data defects are
identified at the FLID level; the output from the FLID compare tool provides counts by FLID
number. Traceability to unique data fields is established through the use of transformation rules
analyzed during the defect triage process. This provides the acceptable level of traceability to
unique data fields. The IRS’s data strategy goal for uniquely identifying data fields across
systems is considered a guiding principal; however, programs are given discretion for when
identifying at the data field level is necessary.

IMPLEMENTATION DATE: N/A
RESPONSIBLE OFFICIAL: N/A
CORRECTIVE ACTION MONITORING PLAN: N/A

RECOMMENDATION #7: The Chief Technology Officer should ensure that automated data
compare tool reports clearly identify counters and align with data validation metrics.

CORRECTIVE ACTION #7: The IRS agrees with this recommendation. The High Volume
FLID Compate Tool Design Document will be updated to explain the source of the numbers that
are populated for those program names in Report 4 which will provide the actual input record
count. This will allow for accurate reporting of actual sample size on the scorecard.

IMPLEMENTATION DATE: January 25, 2015
RESPONSIBLE OFFICIAL: Associate Chief Information Officer, Applications Development

CORRECTIVE ACTION MONITORING PLAN: We enter accepted Corrective Actions into
the Joint Audit Management Enterprise System (JAMES). These Corrective Actions are
monitored on a monthly basis until completion
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Appendix B: List of Referenced Documents (as of 8/8/14):

ilr-l;"apol‘tlng Do_:f:;r;em Bocument Name Document Description U;;_;:tte d Location
CADE 2 Data Validation Describes the overall Smart " .
Smart Process/ . ; Data Quality SharePoint
. . |Smart Sampling Process Sampling approach for Data 4/6/2014
Sampling  |Documentation [~ . piing \ali d‘;“ ogﬁ_ PP Repository
CADE 2 Data Validation Contains the Smart Sample Data Quality SharePoint
g:r::lin o g’:ciiﬁ:‘rma“ on [SMart le Methodology |detailed methodology and 8/5/2014 Repository
& Design Document vi design.
Smart Process/ CADE 2 Fast Smart Sample |Explains the process for 4/6/2014 | Data Quality SharePoint
Sampling  |Documentation [Process successfully executing the Fast Repository
Smart Sampling Process to
support Data Validation.
Data Reporting and |CADE 2 Data Quality Independent Verification & 7/31/2014 |Data Quality SharePoint
Validation Analysi A nt Briefing Validation assessment results. Repository
Smart Process/ Coverage Reporting Guide to the Smart Sampling B/5/2014 |Data Quality SharePoint
Sampling Documentation |Process v2 Coverage Reporting process. Repository
Data Process/ Data Validation Process Zip file containing the end-lo-end | 7/31/2014 |Data Qualily SharePoint
Walid Documentation |Documentation Data Validation & FLID Compare Repository
process flow diagrams and
narrati
Smart Process/ Configuration File Overview |The Configuration File drives the | 7/31/2014 | Data Quality SharePoint
Sampling  |Documentation |v4 Smart Sampling process. This Repository
document describes how the
configuration file is generated.
Data Quality |Process/ Scorecard Process — Data  {This guide describes how the 7/31/2014 |Data Quality SharePoint
Scorecard  |Documentation |Coverage FLID coverage Data Quality Repository
Scorecard metric is calculated. )
Data Quality |{Process/ Scorecard_Source_Inputs | This offers key information and 7/31/2014 |Data Quality SharePoint
Scorecard  |Documentation descriptions around raw inputs to Repository
the Data Quality Scorecard.
Smart Process/ CADE 2 DI Data Quality Explains the Smart Sampling 4/6/2014 |Data Quality SharePoint
Sampling  [Documentation |Smart Sample Process analysis process. Repository
Smart Process/ Defect Verification Process |Describes the current process for| 4/6/2014 |Data Quality SharePoint
Sampling Documentation using Smart Sampling to verify Repository
that code fixes were successful.
Smart Process/ Defect Verification Process |This document describes the 8/5/2014 |Data Quality SharePoint
Sampling  |Documentation |Draft v1 process used to track defects. Repository
Data Quality |Source Data Validation Coverage |{Summary analysis spreadsheets | On-Going [Data Quality SharePoint
Scorecard Reporis for the calculation of Repository
Transformation Legic Path,
Business Event, Field, and/for
FLID coverages. Serves as the
source for Section 1: Coverage
for the Data Quality Scorecard.
Data Quality |Source Report 4s for Random Output from the FLID Compare | On-Going |Data Quality SharePoint
Scorecard Samples (file name begins |Tool that shows the total number Repository
with: of modules validated with each
C2PSE.CZRPT4.RPT4) Random Sample run. Serves as
the source for Section 2: Sample
Size for the Data Quality
Scorecard.
Data Quality [Source Report 4s for Smart Qutput from the FLID Compare | On-Going | Data Quality SharePoint
Scorecard Samples {file name begins [Tool that shows the total number Repository
with: of modules validated with each
C2PSE.C2ZRPT4.RPT4) Smart Sample run. Serves as
the source for Section 2: Sample
Size for the Data Quality
{Scorecard.
5
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Document
Type

Supporting
Area

Document Name

Document Description

Last
Updated

Location

Data Quality [Source

Scorecard

CADEZ2 KISAM TICKET
REVIEW

Qutput spreadsheet from the
KISAM, the IRS Defect
Management system that shows
current defect tickets that are
worked or have been worked for
Data Validation. Spreadsheet
has been filtered to show the
specific data defects associated
with its relevant Data Quality
Scorecard. Serves as the source
for Section 3: Defect Summary
for the Data Quality Scorecard.

On-Going

Data Quality SharePoint
Repository

Data Quality |Source

Scorecard

Cycle X_X RI Checks
Source

Word document containing the
SharePoint address of the Shift
Lead Turnover Report repository.
These reporls serve as the
source for Section 4: Referential
Integrity for the Data Quality
Scorecard.

On-Going

Data Quality SharePgint
Repository

Data Quality |Source
Scorecard

[BC30 Outputs

Excel output that feeds into the
Simplified Financial Report,
which tracks that IMF and
CADEZ are financially balanced
to the penny. Serves as the
source for Section 5: Balance
and Control and Aggregate
Metrics of the Data Quality
Scorecard,

On-Going

Data Quality SharePoint
Repository

Data Quality |Source

Scorecard

CADE 2 BOE Analytical
Repornts Comparison
Results

10 output reports results for the
Basis of Estimate analysis that
showcases 10 additional metrics.
Serves as the source for Section
5: Balance and Control and
Aggregate Metrics of the Data
Quality Scorecard. This source
is anly valid for the Data Quality
Scorecard for cycles 9/10, 11112,
and 13/14.

On-Going

Data Quality SharePoint
Repository

Data Quality l_Rtapur‘ting and
Scorecard  [Analysis

Data Quality Scorecards
(Aggregate and Cycle-
Specific)

The Data Quality Scorecards
serve as the main mechanism for
reporling and tracking CADE 2
Data Quality. Scorecards cover
Pre-Production (INIT and DU}, as
well as Production Data Qualily
activities. Scorecards can be in
aither an Aggregate or cycle-
spacific format.

On-Going

Data Quality SharePaint
Repository

Data
Validation

Source

FLID Compare Tool Cutput
Reports

These are the 5 output reports
for the FLID Compare Tool and
are the raw oulput of our Data
Validation.

On-Going

Reports are EFTU'dto a
Secure BMO Server:
The DET0190CPFP2

Server

Data
Validation

|Reporting and
Analysis

Data Field Coverage
Spreadsheet — NOFLID tab

Full mapping of IMF-to-CADE2
transformation logic path data.

5/21/2014

TIGTA Audit Data
Collections, Comment 4
folder, named: Data
Field Coverage
Spreadsheet - NOFLID
tab v2 4 2 11222013.xls

Smart
Sampling

Reporting and
|Analysis

Summary Statistics 2014
Cycle 5 FastS5

Showcases data covered
through Fast Smart Sampling.

5/21/2014

TIGTA Audit Data
Collections, Comment
10

Smart
Sampling

Reporting and
Analysis

2014 Cycle 5 Random
Sampling - final doc

Showcases dala covered
through Random Sampling.

6/21/2014

TIGTA Audit Data
Collections, Comment
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itrgaaﬂortmg Do_t;;:‘:,ent Document Name |_ Document Description U;;;t:m Location
Data Process/ High Volume FLID Compare |Report documents the In-Progress Applications
Validation |[Documentation |Tool Design Document requirements and design of the Development
FLID Compare Tool. Document Deliverables SharePoint
will be updated to explain the Repository
source of the numbers that are
populated for those programs
and more specifically identify
which program name will provide
the actual input record count.
Data Quality |Process/ Data Quality Scorecard This document offers 7/28/2014 |Data Quality SharePoint
Scorecard  |Documentation |Descriptions descriptions for the different Repository
Success Criteria categories
covered by the Data Quality
Scorecard.
Data Quality |Process/ Data Quality Scorecard This PPT describes the process |In-Progress|Data Quality SharePoint
Scorecard |Documentation |Standard Operating of gathering metrics to support Repository
Procedure {SOP) the Data Qualily Scorecard
development, including key
POCs, publication timelines, and
processes for incorporating the
metrics.
Data Process/ Data Validation Plan Documents the activities needed | 7/29/2014 |Data Quality SharePoint
Validation |Documentation to validate that CADE 2 database Repository
|accurately reflects IMF Data.
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